**Intuitions Regarding Transferable Predictive Knowledge**

Richard Feynman once explained most people will find ‘she went out, slipped on the ice, and broke her hip’ a reasonable answer to ‘why Aunt Minnie is in the hospital’ question. But for an entity without the knowledge of underlying causal relations like ‘when you break your hip you go to the hospital’, the answer might not make much sense.

Similarly, communication gets tricky for concepts which has no straightforward relation with personal motivation, or concepts which require understanding of many other underlying concepts that are unknown to the receiver. If I want to teach a student calculus from start, I need to make sure she has a sense that learning calculus can result in long-term benefits. I also need to understand her existing knowledge of math, since calculus requires understanding of numbers, slopes, rate of change, area under graph, solving equations etc. If she is motivated, and if I exactly know her existing level of knowledge, I can teach her required concepts.

Similarly, if we want to transfer answer of a question through predictive knowledge to an artificial agent, it is important that the agent has a similar notion of value regarding the question or task. Also, it is important to find out if the agent has necessary background causal knowledge regarding the answer or task – if the agent lacks background knowledge, it’ll require transfer of hierarchical predictions that wasn’t a direct part of the question asked in the first place.

For such transfer, the knowledge base of both the sender and receiver needs to be compatible – in a sense that if different artificial agents independently developed knowledge base by trying to solve a problem, they’ll develop similar and transferable knowledge. In case they solve interrelated problems (e.g. learning to play racing game and learning to drive autonomous vehicle), transferring knowledge learned from one task should help other. However, reinforcement learners learn feature as a function of given state-action-reward, and any change to those makes transfer hard, even if the nature of new task is similar. Furthermore, artificial agents’ knowledge can be represented using predictions about the future. Predictions can also be used to represent states (Littman et al., 2002). Predictive knowledge is autonomously verifiable, can be represented by general value functions, which can be learned by reinforcement learning approaches. But predictive knowledge has no public semantics, and is personal and subjective (Sutton et al., 2005; White, 2015).

The focus of this writeup is discussing design of internal environment of different agents (that computes state, generates rewards based on observation, executes actions given decisions etc. (Singh et al., 2010)) so that they can overcome some challenges of transferable knowledge.

**Problem 1: how to make knowledge relatable if different agents find arbitrary features in observation data stream to solve the task in hand:**

Firstly, we can consider similar distribution of environments and tasks that’ll be provided to the agent. The environment of a video game simulation differs vastly from the environment of real world, and thus the feature learned in one environment distribution might not help in another. Thus, we can consider similar real-world environment or real-world simulator for all agent to begin with.

Secondly, a significant human innovation is common language to express and think about reality and fiction. We think of similar ideas and share knowledge with others using common language. The location of certain ideas or words can be traced to regions of cerebral cortex (Huth et al., 2016).

We can consider similar approach of expressing observation with same reference. This can be done with human imitating supervised learner (e.g. semantic segmentation), which will detect objects or ideas of the environment and represent observations as graph of observed ideas and their relations. Thus, different artificial agents will have a similar low dimensional input of permutations of similar ideas given similar environments – which should lead to better and similar reasoning over those states with increasing training. However, supervised learning methods should be able to detect both concrete and abstract ideas, and also deconvolute each idea into their component ideas – like the idea of book can break down into paper, knowledge etc. Current semantic segmentation methods focus on 2D vision, but full spectrum 5 senses classifiers including 3D vision should help human imitating learning.

Relations of ideas in observed state can be learned with graph (Battaglia et al., 2018), and can also be used to solve RL tasks (Jiang et al., 2018; Madjiheurem & Toni, 2020).

Thirdly, the agents should have common action ideas to impact external environment, with possibilities of learning hierarchical actions. Options framework deals with learning higher level hierarchical decisions that execute many low-level decisions (Sutton et al., 2005). In case of humans, basic apparent low-level actions (use of hands and feet) can be thought as common. We abstract over or build complex new hierarchical actions over the similar basic actions – for example driving includes controlling the steering with hand and idea of movement. Thus, we have shared understanding of ways of impacting our environment. Common basic action ideas make the learned knowledge relatable for human.

All artificial agents with similar environment, similar supervised observation reference and same basic action ideas should allow the learned features of different agents to be compatible.

**Problem 2: how can artificial agents relate value of similar states if the extrinsic reward is arbitrary (e.g. applying different numeric reward for similar tasks):**

All human behaviors are for reducing primary deficit or drivers (survival and reproduction needs – hunger, sex, pain avoidance) or reducing learned secondary drivers – which is reinforced by predicting reduction of primary drivers. Animals get motivated to take action to restore balance of internal environment (e.g. have food if it’s hungry) (Skinner & Hull, 1944). Basis fitness function gives rise to primary, intrinsic and learned rewards. Like direct drivers, intrinsic rewards like curiosity are also inherent, but they don’t directly reduce primary drivers. However, on the long run, they help us gather experiences and skills that increases our chances of primary driver reduction across different scenarios. Intrinsic motivation attributes are more or less universal not only for humans, but also for other animals, which also indicates the goal of intrinsic motivation is ensuring survival of species. In fact, all activities that reduce primary drivers can be thought as intrinsically motivated, as all such activities indirectly increases chance of survival (Singh et al., 2010).

All human has similar goal of survival, and they act on similar environment with similar constraints and challenges, and they have similar basis actions to impact the environment. Thus, human value similar states similarly (states with food are good, states with harm are bad), which ultimately results in similar policy towards survival.

In order for similar valuation of many artificial agents, we can consider human mimicking approach for them. Likes humans, artificial agents can use a single question to value every state – probability of survival from that state. If there is an optimal value function that accurately predicts the change in chances of survival given any state, task (e.g. food acquisition) or hierarchical skill acquisition, all agents with that intrinsic value function will value related states similarly, which should allow transferable value function. If the agent had perfect causal relationship of the world, then just providing the goal of survival would suffice (Samuelson & Swinkels, 2006). But since the agent doesn't have such understanding to start with, we need to design reward functions that reward interim states like eating food, mating or exploration. Inverse reinforcement learning can be used to approximately estimate reward function of a subject from provided trajectories (Abbeel & Ng, 2004). It can be used to understand human imitating reward function for diverse scenarios, and apply that reward function to artificial agents.

If the internal environment of the agent gives rise to motivation to reduce primary driver, the agent can autonomously update value of world and take actions according to greedy policy to reach states that restores internal environment balance.

**Problem 3: how to ensure development similar causal knowledge structure:**

Humans don’t try to solve complex tasks like driving just after birth. We start with basic skills like movement and navigation and slowly learn more complex and hierarchical skills like driving. Even if a human play a racing game for the first time, given s/he knows settings of the game, s/he already has knowledge of movement, constrained time, importance of collision avoidance etc.

When an RL agent tries to solve a complex RL task from scratch, it tries to do so without any understanding of the parts of the problem. It does often allow the agent to find novel solutions to the task, but it also creates problems like sparse reward and requirement of many samples.

But if the agent is trained in a bottom up process – solving basic problems before complex ones, not only it should be able to learn good cognitive map and transfer low-level skills to solve the given racing game task more effectively, but it should also be able to solve related tasks like autonomous vehicle simulation with same low-level skills. In addition, a hierarchical problem might not seem to have any connection with basis goal of survival at first, but bottom up training should help the agent draw the connection.

TD networks can be used to build higher level predictions from lower level predictions, hierarchical options are composed of many routine low level decisions (Sutton et al., 2005).

**Problem 4: how should the agent search for knowledge of relatable ideas given observation:**

Using old experience to solve new task is discussed in RL literature (Niekerk et al., 2019; Saxe et al., 2017).

In a new situation, we usually get a sense of the value of the state from the relationship of the ideas of the state (e.g. availability of food, exam next day etc.). The value of states is often different for different people given internal environment balance (a thirsty person will value water more) or awareness of complex reward structure (one might not value education if s/he isn't sure about its long-term benefits). But generally, the of states that more directly reduces primary drivers is positively valued.

Similarly, given internal environment balance driven goal (e.g. hungry) and allowed actions, top down supervised breakdown of observation into finite ideas, and representing those ideas as graph should reduce variables and allow artificial agents to formulate value of state from past histories of similar state ideas with less calculation, and at the same time make the new history relevant for other agents that takes observation input with similar graph representation. We can compare this with ‘Goal directed learning’, where old learnings are used to solve new task.

Since learnings of the different agents are compatible because of their similar environment, observation reference and basis maximizing intrinsic reward function, we can consider a model-based approach where many agents will update a common model of world. This knowledge base can be stored in an external memory, and the agents will have access to it. Use of external memory in machine learning is addressed in literature (Graves et al., 2016).

As supervised semantic segmentation is used to predict ideas in the observation, learnings against such ideas can be searched in the predictive knowledge base. Model-based search and planning methods like Monte Carlo Tree Search can be applied to find related experience in the model or knowledge base, and the knowledge can be used as inductive bias for solving the new task. If the agent’s learnings are similarly transferable, it can be used to update the knowledge base.

**Type of approaches**

Depending on the internal environment design, we can think of human imitating or natural reinforcement learner. As described earlier, human imitating transferable knowledge can be possible if knowledge is gathered with reference to human imitating external and internal environment – reward function, basis actions and observation reference, learning process etc.

Human imitating environments is necessary where the artificial agents can act and learn. Designing such environment can be challenging. Artificial systems can learn from interactions in the real world (with similar impact and feedback on the environment as humans). In future, it might also be possible to directly access the histories of human brain to train artificial agents.

One of the motivations of the study of machine learning was to allow artificial systems to learn the rules for solving a problem instead of hand designing them ourselves. But human imitating intelligence will require hand designed reward function, environment, observation reference etc. Instead, we can think of new kind of problem solution skills that won’t require significant human input.

We can initiate agents that can learn transferable knowledge in a constrained environment that is not human imitating. Like an environment with increasing entropy, while the goal of artificial agents will be to minimize entropy with competition for constrained resources. Thus, the agents will have more reward if they can reduce more entropy with less resources. Human intelligence is nothing but the best approach to solve problem of human survival, and problem of artificial survival can give rise to different kind of intelligence.

For allowing transferable knowledge, the agents can have a common unsupervised representation learner. Unsupervised representation learning for a number of related tasks (Espeholt et al., 2018), and unsupervised object segmented observation input (Burgess et al., 2019; Greff et al., 2019; Watters et al., 2019) is discussed in RL literature. Unsupervised learning can allow NN to capture more accurate representation with increasing training.

We can combine RL and evolutionary methods – the agents will generate knowledge in their lifetime with RL methods, and variations of the most successful agents will be passed on to next generations. Upon generations of knowledge buildup, we can expect the agents to start figuring out novel approaches to solve given problems, which'll be a kind of intelligence, although not human imitating.

**Conclusion**

With technologies like 'Neuralink', we're aiming to build physical connection between human and artificial systems. One day it might be possible for artificial agents to learn knowledge that is directly transferable with humans. Magnus Carlsen has gathered years of experience to become world champion in chess, perhaps one day the learnings can be suited and transferred to another human or artificial agent instantly. At the same time, it might be possible to suit and transfer objective approaching knowledge of artificial agents directly to humans – like transferring Alpha Zero's chess expertise directly to Carlsen. Agent-Human-Agent transferable knowledge can allow both humans and artificial agents to instantly build on top of each other’s knowledge to solve harder problems. That might lead to more and more objective approximation of causal relations of reality.

At the same time, we can develop totally new kind of intelligence that tries to solve altogether different problems. It's not clear what'll be the use of such intelligence, but the opportunities demand exploration.
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